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Summary

The purpose of the article is to research national strategies for the development of artificial intelligence
and regulation of its use in the field of human rights protection; the study of modern challenges and trends
related to the implementation of artificial intelligence technologies that have an impact on humans.

Research methods. In order to achieve the defined goal and fulfill the set tasks, a set of general scientific
and special legal methods of scientific knowledge were used in the research process: dialectical, systemic-
structural, logical-semantic, formal-logical, formal-legal, comparative-legal, analysis and synthesis.

Results and conclusions. Today, regulation of artificial intelligence (Al) is being discussed all over the
world, including Ukraine. Artificial intelligence, with significant potential for rapid growth, is becoming one
of the most influential technologies in today’s world. At the same time, the question arises about the ethical
and legal use of these technologies. Against the background of globalization processes, the latest technologies
of Al systems, penetrating into various fields, become the reality of every person’s life, even at the household
level. It was emphasized that the governments of various states understand the importance of using modern
information and communication technologies, including artificial intelligence technologies. Attention is
focused on the fact that if Al is not controlled, it can lead to problems in the field of human rights. That is
why the governments of many countries around the world are trying to protect users of digital services from
threats and negative effects when using Al, developing their strategies for the development and regulation
of artificial intelligence for this purpose. It was noted that the national strategies for the development of Al
differ from each other in terms of their goals, but they all have a common goal — the introduction of safe
Al technologies into all spheres of human life. To better understand the impact of artificial intelligence on
humans and to find solutions to the challenges it creates, international collaboration, supported by the GPAI
(Global Partnership on Artificial Intelligence), is needed. On the basis of the conducted research, the need to
increase interest in solving the problems of human protection against potential Al threats at the international
level has been proven. The main directions of the development of safe artificial intelligence, which were
discussed at the first ever summit held in Great Britain, are described. The safe development of artificial
intelligence will allow the use of its technologies for the benefit of humanity. The main regulatory legal
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acts are decisive for the formation of both international and national policy of each state, which regulate the
sphere of human rights protection in the field of Al use, have been identified. The formation of international
and European standards in the field of application of artificial intelligence is highlighted. The normative legal
documents that establish and regulate the implementation of Al technologies in Ukraine have been analyzed.

It was concluded that today no state in the world is able to work on the creation and implementation
of Al in isolation from others: only international cooperation of scientists can ensure the development of
high Al technologies. Ukraine, as a part of the European Community of States and a member of the Special
Committee on Artificial Intelligence at the Council of Europe, should focus primarily on the standards of the
European Union, the Council of Europe and other pan-European institutions regarding the development of
Al Legal regulation of the use of artificial intelligence in Ukraine is at the stage of development. The strategy
for the development of artificial intelligence for 2022-2030 should become the basis for the preparation of
state programs and legal acts related to the development of Al in Ukraine. In order to eliminate the risks
of artificial intelligence, it is proposed to rely on European and global strategies for the development and
regulation of Al, taking into account international standards and ethical principles in its use, when developing

national legal acts.

Key words: artificial intelligence, human rights, threats, security, development strategies, international

standards, ethical principles.

1. Introduction.

The topic of artificial intelligence (Al) is relevant
not only in Ukraine, but also throughout the world.
Today it is discussed at different levels. However,
there are currently no comprehensive regulations at
the international level. The purpose of the article is
Recognizing the potential challenges associated with
the risks of artificial intelligence, given the global
nature of such challenges, the European Union and the
United States recognize that they cannot currently find
the same approaches to regulating the use of artificial
intelligence. As for national regulation, Al standards
are currently being developed. More than 50 countries
of the world have already created and adopted strategies
for the development of artificial intelligence, but only
in the form of recommendations from governments.
Ukraine does not remain aloof from these processes
either. In recent decades, problems of the development
and application of artificial intelligence in various
fields have been actively investigated in domestic legal
science. The number of scientific works devoted to the
normative and legal regulation of artificial intelligence,
which include the moral and legal aspects of its
application, is constantly increasing. Recently, there
have been heated discussions about the threats of Al to
human rights. The scientific investigations of leading
domestic scientists are devoted to these problems, in
particular: O.A Baranova, D.M. Belova, M.V. Belova,
Yu. M. Bysagy, B.V. Ostrovskaya, V.Yu. Shepitko,
M.V. Shepitko et al. Leading Ukrainian researchers in
the field of artificial intelligence, under the leadership
of Professor Anatoliy Shevchenko of the Institute of
Artificial Intelligence Problems, have joined together to
develop a joint strategic plan for the development and
use of safe artificial intelligence in Ukraine by 2030. The
directions for the development of artificial intelligence
in Ukraine, stated in the strategy, are correlated with the
current global directions for regulating the use of Al

The strategy is aligned with NATO’s strategy for the
development of Al, including its legal and responsible
use, and also pays attention to the risks that arise from
the use of artificial intelligence technologies. The
developed strategy for the development of artificial
intelligence in Ukraine will help our country maintain
a worthy position in the global scientific and technical
process.

2. International national strategies for the
development of artificial intelligence

Canada is the first country in the world to create
a National AI Strategy (Pan-Canadian Al Strategy) at
the government level. The Government of Canada has
introduced the comprehensive federal bill C-27 “On
the implementation of the Digital Charter 2022 to
Parliament, the main purpose of which is to introduce
new rules for the development and application of Al.
Canada is a co-founder of the Global Partnership on
Artificial Intelligence (Joint Statement from founding
members of the Global Partnership on Artificial
Intelligence, June 15, 2020). 29 countries have come
together to support the responsible and human-centred
development and use of artificial intelligence (GPAI or
Gee-Pay) in a manner consistent with human rights,
fundamental freedoms and shared democratic values,
as detailed in the OECD Recommendation on artificial
intelligence.

In the United States of America, in 2021, the
National Strategy for Artificial Intelligence (Artificial
Intelligence Index Report, 2021) was developed,
which talks about the need to support international
cooperation in research and development of Al
systems. In October 2022, the Office of Science and
Technology Policy of the White House published
the Blueprint for an Al Bill of Rights (2022), which
outlines the principles that should protect society
from threats and negative impacts when using Al. An
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Al Bill of Rights was also developed in the field of
artificial intelligence, which aims to protect citizens
from neural networks (AI Bill of Rights, 2022). The
document approves 5 fundamental principles: safety
and efficiency of the system, protection against
discrimination, data confidentiality, purposes of use
explanation, as alternatives decision-making human.

Certain guidelines for the implementation of Al
regulation and basic state standards are outlined in the
National Al Strategy prepared by the UK government
in 2021. This is, for example, the White Paper in the
United Kingdom, as well as the document “Creating
a pro-innovation approach to the regulation of AI”
presented in 2022. In 2023, the British government
added artificial intelligence to the list of threats in the
National Risk Register. One such threat was the increase
in misinformation when Al systems are mishandled.
In order to protect users of digital technologies from
negative impacts, the UK government held the first
global summit on Al safety in November 2023 (Al
Safety in London, 2023). Britain’s artificial intelligence
summit has brought together heads of state and tech
giants amid concerns that the new technology could
pose a threat to humanity. During the AI Safety Summit
in London, Elon Musk said that artificial intelligence
is the biggest threat to the modern world: “For the first
time in human history, we have something that will be
much smarter than us. So it is not clear to me (how)
such a thing can be controlled, but I think we can strive
to steer it in a direction that will benefit humanity. But I
think it’s one of the existential risks we face, potentially
the most pressing.” The main focus was on developing
a strategy for a global coordinated effort to eliminate
the risks and misuse of Al technologies. The summit
discussed 5 areas: risks associated with artificial
intelligence; international cooperation on Al security
issues; identifying ways to improve security through
actions coordinated at the international level; evaluation
of directions and standards for management of the
industry; safe development of artificial intelligence,
which will allow the use of technology for the benefit
of humanity. The participating countries of the summit,
including Ukraine, signed the “Bletchley Declaration”
— a document whose main purpose is to intensify
international cooperation in the research of artificial
intelligence (AI) security. The declaration calls for the
guarantee of respect for human rights, data protection,
ethics and safety in the development of artificial
intelligence, and also emphasizes the importance of
controlling the use of its technologies.

3. European ethical standards for artificial
intelligence

The priority of the European approach is to establish
ethical standards for the implementation of AIL. The goal
of the European Union is to promote the development
of reliable and ethical AI, which must comply with legal
regulations. The European Union, taking into account

the new trends and challenges associated with the rapid
development of artificial intelligence technologies, is
developing ethical principles and legal norms regarding
the use of AI, which are outlined in the document
“Ethical Guidelines for Trusted AI” (2019). At the
UNESCO General Conference in November 2021,
193 countries, including Ukraine, adopted the first-
ever global ethical standards for artificial intelligence,
which allow maximizing the benefits of scientific
discoveries while minimizing the risks of their use. The
recommendation identifies four main directions:

1) data protection (the document calls on
governments to guarantee citizens the security of
personal data and freedom of action, in particular, every
person should be able to view or delete information
about himself);

2) prohibition of social evaluation and monitoring
of people (UNESCO prohibits the use of such Al
technologies, as they violate basic human rights and
freedoms);

3) control and assessment (It is envisaged to create
tools that will help assess the ethical impact of Al on
people, society and the environment to help countries
develop safe systems);

4) environmental protection (According to the
recommendation, developers should give preference
to economic and safe methods that will allow the use
of Al to fight climate change and other environmental
problems. In particular: take care of reducing the carbon
footprint, consume as little energy as possible and use
safe raw materials).

Therefore, such directions are extremely important
at the present time, because the proposed ethical
standards for the use of general purpose technologies
change not only the way of working with them, but
also the way of life. Al technologies have significant
benefits in many areas, but without ethical barriers, they
can lead to discrimination in the real world and threaten
basic human rights and freedoms. The stated basic
principles, focused on human rights, provide the states
with recommendations for the formation of an effective
policy in the field of AL

In the European Union, there is an important Digital
Services Act (DSA, 2020). This Law entered into force
on August 25, 2023 and is directly applicable in the
European Union. The main slogan of this legislative act
sounds like this: “what is illegal offline should be illegal
online.” The purpose of this law is the EU’s intention
to protect the fundamental rights of users by creating a
safer digital space. This will allow users to flag illegal
content and report it to the online platform. It also
includes the right to block it.

As a response to the latest developments in digital
technologies, in particular — to the emergence of
general purpose artificial intelligence and generative
artificial intelligence, the first intergovernmental
standard on Al was adopted. On March 5, 2024, the
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OECD Council of Ministers adopted changes to the
principles on Artificial Intelligence at its meeting. The
updated principles address Al-related challenges such
as privacy, intellectual property rights, security and
information integrity. They are aimed at solving security
problems, since artificial intelligence systems carry the
risk of causing significant harm to society, therefore,
reliable mechanisms and precautions are needed for
their configuration and/or decommissioning (anti-
disinformation, the need to preserve the integrity of
information, responsible business behavior throughout
the entire life cycle Al systems, cooperation with Al
systems users and other stakeholders, transparency and
responsible disclosure of information about Al systems,
the need for cross-jurisdictional cooperation to promote
an interoperable Al policy environment (Updated
principles of artificial intelligence, 2024).

Thus, the updated principles effectively create a
framework for addressing Al risks and can serve as a
basis for Al policymaking.

On March 13,2024, the European Union adopted the
Artificial Intelligence Law (Artificial Intelligence Law,
2024), which became the world’s first comprehensive
law to regulate artificial intelligence (Al) to reduce
risks, create opportunities to fight discrimination
and ensure transparency. Thanks to the Parliament,
unacceptable Al practices will be banned in Europe
and citizens’ rights will be protected. As stated in the
press release of the European Parliament, the goal of
regulation is “to protect fundamental rights, democracy,
the rule of law and environmental sustainability from
extremely risky artificial intelligence, as well as to
stimulate innovation and establish Europe as a leader
in this field.” It further states that “Untargeted copying
of facial images from CCTV footage for the creation
of facial recognition databases will be prohibited. The
new rules ban certain Al applications that threaten
citizens’ rights. Emotion recognition in the workplace
and schools, social assessment, predictive policing, and
artificial intelligence that manipulates human behavior
or exploits people’s vulnerabilities will also be banned.”
Citizens will have the right to file complaints against
artificial intelligence systems and receive explanations
for decisions based on high-risk artificial intelligence
systems that affect their rights (Saakov V., Krokman V.,
2024).

The President of the European Commission, Ursula
von der Leyen, said: “Artificial intelligence is already
changing our daily lives. And this is just the beginning.
Smart and widespread use of Al promises enormous
benefits for our economy and society. I therefore very
much want to welcome today’s political agreement
between the European Parliament and the Council on
the New Era Artificial Intelligence Act. The EU Law
on Artificial Intelligence is the first comprehensive
legal framework for artificial intelligence worldwide.
So, this is a historical moment. The Al Act brings

European values into a new era. By focusing regulation
on identifiable risks, today’s agreement will promote
responsible innovation in Europe. By guaranteeing the
safety and fundamental rights of people and companies,
it will support the development, deployment and
implementation of reliable Al in the EU. Our Artificial
Intelligence Act will make a significant contribution
to the development of global rules and principles for
human-centered AI” (Statement by President Ursula
von der Leyen, 2023).

The formation of the regulatory framework for
the regulation of AI technologies in the European
Union takes place both at the European level and in
the member states. The European Commission on
Artificial Intelligence, which serves as a platform for
public discussions, is responsible for all developments
in this area. Within the framework of the European
Commission, in 2024, the European Union created the
Al Office (European Al Office, 2024) — an artificial
intelligence expertise center that will be responsible
for compliance with the rules of the Al Law, ensuring
its implementation in all member states. The Al Office
is the basis for a single European artificial intelligence
management system. As soon as the Law on Artificial
Intelligence enters into force, it must also be adopted by
all candidate countries for joining the European Union,
including Ukraine.

4. Strategies for the development and regu-lation
of artificial intelligence in Ukraine

For the Ukrainian legislator, the term “artificial
intelligence” is a relatively new term, therefore an
unambiguous legal definition, and even more so legal
regulation, is currently absent in the current legislation.
Currently, the issue of the development of artificial
intelligence is quite actively discussed in Ukraine.
The Ministry of Digital Transformation is working on
the development of the legislative framework for the
regulation of AIl. During development, the issue of
creating and spreading disinformation with the help of
Al was also taken into account. In 2020, the Cabinet of
Ministers approved the Concept for the Development
of Artificial Intelligence in Ukraine (On the Approval
of the Concept for the Development of Artificial
Intelligence in Ukraine, 2020), the purpose of which is
to determine the priority directions for the development
of Al to satisfy the rights and interests of people,
namely: in education, science, economy, cyber security,
defense, information security, public administration,
legal regulation and ethics, justice. In October 2023,
the Ministry of Digital Transformation presented the
Roadmap for the Legislative Regulation of Artificial
Intelligence in Ukraine, which focuses on the rights of
Ukrainians in the digital space.

With the participation of experts, government
officials, people’s deputies and lawyers, Ukraine began
work on the development of its own strategy for the

16 Koncmumyuyitino-npasosi akademiuni cmydii Ne 1/2024



Volkova Yulia, Pyroha Ihor

regulation of artificial intelligence, which became
the beginning of work on the regulatory field for
artificial intelligence. Currently, two main strategies
for the development of legal regulation are possible: 1)
development of own legal regulation; 2) implementation
(full or gradual) of the EU AI Act. The implementation
of European legislation may cause certain difficulties,
but it is the EU standards in this area that should
become a reference point for Ukraine, especially since
the course of European integration is enshrined in the
Constitution of Ukraine.

The Ukrainian Scientific School of Artificial
Intelligence presented an alternative project “Strategy
for the Development of Artificial Intelligence
in Ukraine for 2023-2030” for discussion and
suggestions. The purpose of this strategy is to create
the foundations for a new technological system that
will lead Ukraine to a leading position in the world in
the field of information and computer technologies,
thanks to the effective use of the advantages and
opportunities of the wide implementation of Al in
all spheres of public life. Scientists have proposed a
parallel direction of scientific research, which involves
the creation of a breakthrough technology in the field
of artificial intelligence in Ukraine — the creation of a
next-generation computer based on the application of
the principles and mechanisms of the functioning as
human brain, in particular, its consciousness. For the
functioning of such a machine, a necessary condition is
taking into account the laws of nature, spiritual, moral
and legal laws and rules adopted in the international
community and in a separate state. Only with such
an approach can the interests of a specific person and
humanity as a whole be ensured (Shevchenko, 2022).

“Artificial intelligence is developing every day, so
our goal is to create a safe environment in which Al
will help society and not create additional threats...
We must keep up with the world and lead the AI
trend. Understand what is happening, react quickly
and have your own strategy. It is impossible to talk
about a digital state if we do not form a progressive
policy in the direction of artificial intelligence and an
agenda for the world. Already today in Ukraine, Al is
actively used in various directions. The use of artificial
intelligence is especially important in the field of
military technology. It helps to record the movement
of equipment and personnel of the occupiers, shoot
down enemy missiles, guide UAVs more effectively
to targets, etc. Work on the regulatory field for Al is
important for the development of the country and will
enable us to move faster in this direction,” said the
Deputy Prime Minister for Innovation, Development
of Education, Science and Technology, Minister of
Digital Transformation Mykhailo Fedorov (Regulation
of Artificial Intelligence in Ukraine, 2023). In Ukraine,
the issue of legal regulation of artificial intelligence is
on the agenda of the Verkhovna Rada Committee on

Digital Transformation. When developing normative
legal acts related to the field of AI, Ukraine must adhere
to the global pace of development of this field and
protection of the rights and freedoms of citizens. When
deciding which way to move in Ukraine in matters of
legal regulation of artificial intelligence, it is necessary
to study the best European and world experience.

In order to discuss global trends and features of
legal regulation of artificial intelligence, the Center for
Democracy and the Rule of Law (CEDEM) together
with the Digital Security Laboratory held the forum
“Artificial Intelligence 2.0: Regulation and Work in
Time of War” in Kyiv (Forum, 2023). At this forum, the
OSCE representative on media freedom, Teresa Ribeiro,
noted that “The situation is very sad now, because war
has returned to Europe. And this war is waged not
only with conventional weapons, Russia’s war against
Ukraine is a hybrid one. It uses various means, such
as distortion of facts and various propaganda methods.
To protect human rights, we need to use artificial
intelligence to facilitate access to reliable information
for society and prevent misinformation”. Denise
Wagner, adviser to the office of the OSCE representative
on media freedom, also spoke about the use of artificial
intelligence for the purpose of malicious actions. The
speaker emphasized that one of the areas that should be
paid attention to from the point of view of regulation is
the spread of disinformation, the main means of which
are recommendation systems and targeted advertising.
Some content needs to be restricted or removed, but
it is much better when disinformation is countered by
the users themselves, not just by the regulator. She
emphasized that what is important now is not only
freedom of speech, but also the freedom to be free from
misinformation.

5. Conclusions.

Summarizing all of the above, it should be noted
that today no state in the world is able to work on the
creation and implementation of Al in isolation from
others: only international cooperation of scientists
can ensure the development of high Al technologies.
Ukraine, as a part of the European Community of States
and a member of the Special Committee on Artificial
Intelligence at the Council of Europe, should focus
primarily on the standards of the European Union, the
Council of Europe and other pan-European institutions
regarding the development of Al

Legal regulation of the use of artificial intelligence
in Ukraine is at the stage of development. The first steps
towards its regulation have been taken —the Concept of the
Development of Artificial Intelligence has been approved,
the Roadmap for the Regulation of Artificial Intelligence
has been presented, and the Strategy for the Development
of Artificial Intelligence in Ukraine until 2030 has been
developed. The strategy for the development of artificial
intelligence in Ukraine is the basis for the preparation of
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state programs and legal acts related to the development
of Al in Ukraine. However, the steps taken do not allow
establishing generally accepted rules and norms for the
use of artificial intelligence. Therefore, it is necessary
to join the already existing international treaties and
conventions. Taking into account the rapid development
of artificial intelligence technologies, we believe it is
appropriate to apply a comprehensive approach to take
into account world standards for the use of artificial
intelligence. In addition to the development of the main
Law “On Artificial Intelligence”, which should define the
rights and responsibilities of users in the application of
its technologies, regulate legal relations in the field of the
use of artificial intelligence and establish responsibility
for violating the rules of its application, it is necessary to
develop and implement by-laws and instructions, and as
well as relevant resolutions of the executive authorities.
In order to eliminate the risks of artificial intelligence,
it is necessary to rely on European and global strategies
for the development and regulation of Al taking into
account ethical principles and legal norms regarding its
use, when developing national legal acts.
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Section 1. Current issues of constitutional and legal status of human and citizen

Memoou docnioxcenns. JIns TOCITHEHHS OKPECIEHOI METH i BUKOHAHHS TOCTABICHUX 3aBIaHb Y MPOIIECi J10-
CJIIJPKEHHS] BUKOPUCTAHO KOMIUIEKC 3aralbHOHAYKOBUX Ta CIELIaIbHO-IOPUANYHNAX METO/IIB HAYKOBOTO Mi3HAHHS:
JiaJIeKTUYHUH, CUCTEMHO-CTPYKTYPHHH, JIOTIKO-CeMaHTHYHUH, (hOPMaTbHO-TOTIYHUH, (HhopMaTbHO-IOPUINIHUH,
MTOPIBHAIBHO-TTPABOBHI, METOIM aHAI3Y Ta CHHTE3Y.

Pesynomamu ma eucnosxu. ChOToJHI Y BCHOMY CBITi, BKIIOYaI0UH YKpaiHy, 0OTOBOPIOIOTH PETyITIOBAHHS
mrygroro intenekty (). ITy4yanii iHTeneKT, Maro4n 3HAYHAN MTOTEHITial IS IIBUIKOTO 3POCTAaHH:, CTA€ Of-
HI€I0 3 HAWBIUIMBOBIMINX TEXHOJOTIH y Cy4acHOMY CBiTi. BogHOUac mocrae mUTaHHS MPO €THYHE Ta MPaBOBE
BHUKOPHUCTAHHS IUX TeXHONOTiH. Ha T rmobaizamiifaux mporeciB HOBiTHI TexHOouorii cucteM LI, mpornkaroun
y pi3Hi ramy3i, CTaloTh pearbHICTIO YKUTTS KOKHOI JTIOMHH, HaBITh Ha TOOYTOBOMY piBHI. HarosmomeHo, mo ypsan
PI3HUX JepKaB pO3yMIIOTh BaXKIUBICTh 3aCTOCYBAaHHS CydacHHX iH(OpMAaIiifHO-KOMYHIKallifHIX TEXHOJIOTIH, B
TOMY YHCII 1 TEXHOJIOTIH MTYyYHOTO iHTEIEeKTy. AKIIEHTOBAHO yBary Ha TOMY, IO SKIIO He kKoHTpomosaTu LI, To
11e MOKe TIpU3BECTH 110 TpodiieM y cdepi mpas monuan. Came ToMy ypsau 6araTb0X KpaiH CBITY HaMararoThCs
3aXUCTUTH KOPUCTYBadiB MU(POBUX TOCIYT BiJ 3aTp0O3 Ta HETAaTHBHOTO BILTHBY Ipu BuKopucTanHi LI, po3pobs-
FOYH 3 I[I€F0 METOIO CBOI CTPATETii pO3BUTKY Ta PETYITIOBAHHS IITYYHOTO iHTENEKTY. Bifg3HavueHo, Mo HallioHaIbHI
ctparerii po3ButKy LI pi3HATECS OfHA Bix OJHOI CBOIMHM LIJISIMHM, ajie BCi BOHH MAlOTh CIIIJIBHY METY — BIIPOBa-
JokeHHs Oe3neuHnx TexHomorii LI y Bci cdepn xurremismpHOCTI MonuHM. 100 Kpare 3po3yMiTH BIUTHB IITYY-
HOTO 1HTEJIEKTY Ha JIIOMUHY Ta 3HAWTH PIilIeHHS BUKJIHKIB, SKi BIH CTBOPIOE, HEOOXiTHA MKHAPOIHA CITiBIIpAIls,
axy miarpumye GPAI (ImobGanpHe mapTHEPCTBO 31 IITYYHOTO iHTENeKTY). Ha miacTaBi mpoBeIeHOro TOCIiHKEeHHS
JIOBEZICHA HEOOX1THICTh TOCHIICHHS iHTEpeCy A0 BUPILICHHS MPOOIeM 3aXUCTy JIONMHH BiJl MOTEHIIIHNAX 3arpo3
I ra mi>kHapogHOMY piBHI. OXapaKTepHU30BaHO OCHOBHI HANIPSAMKH PO3BUTKY O€3MEYHOTO MITyYHOTO 1HTENEKTY,
10 OTOBOPIOBANIMCH Ha TIEPIIOMY B icTOpii camiTi, mpoBeaeHomy y Benmkiit bpuranii. besmeuna po3poOka mTyd-
HOTO IHTENEKTY J03BOJIUTHh BUKOPHCTOBYBATH HOTO TEXHOJOTII Ha Oiaro JroacTBa. Bm3HaueHO OCHOBHI HOpMa-
THUBHO-TIPABOBi aKTH, KOTPi € BU3HAYAIBHUMHE UI (POPMYBAHHS SIK MDKHAPOIHOI, TaK 1 HAI[IOHAIBHOI MOJITHKH
KOXHOI JIep>KaBH, IO PETYII0I0TH c(hepy 3aXUCTy MpaB JIOAMHU B raxy3i Bukopuctanas LI. BucsitieHo cranos-
JIeHHS MDKHApOIHUX Ta €BPOMEHCHKUX CTaHAAPTIB y cepi 3acToCyBaHHA MITyYHOTO iHTENeKTy. [IpoananizoBaHo
HOPMAaTHUBHO-TIPABOBI TOKYMEHTH, KOTPHMH 3aKPITUTIOETHCS Ta PETYIIOEThCA peaizaris Texrnomorii 111 B Ykpaixi.

3po0sieHO BHCHOBOK, IO HAa CHOTOHI KOIHA JAeprkaBa y CBITI HE CIIPOMO)KHA MPAIIOBATH HAJl CTBOPEHHSM 1
BrpoBapkeHHM 111 i307150BaHO Bif iHIINX: JIHIIE MIXXHAPOAHE CIIIBPOOITHUIITBO HAYKOBIIIB 3aTHE 3a0€3MEIUTH
po3BuTOK BUCOKKX TexHomorii II. YkpaiHa sk 4acTHHA €BpONeHChKOl CIIITBHOTH JepkaB 1 wieH CreniaabHOTo
KOMITETY 31 IITYYHOTO iHTeNeKTy npH Pani €Bponn Mae opieHTyBaTHCS MEPII 32 BCE HAa CTaHAAPTH €BPOIEHCHKOTO
Corozy, Pamu €Bponu Ta iHIINX 3araJbHOEBPONEHCHKUX 1HCTUTYIIN momo po3BuTky L. IIpaBoBe perymroBan-
HS BUKOPHUCTAHHA IITYYHOTO 1HTENEKTY B YKpaiHi 3HAXOAWUTHCS Ha cTafii po3poOku. OCHOBOIO IS IMiATOTOBKH
JepKaBHUX TIPOTpaM 1 HOPMATHBHO-TIPABOBUX aKTiB, sIKi CTOCYIOThCs po3BHUTKY LI B Ykpaini, moBHHHA cTaTH
CTpaTeris pO3BUTKY IITydHOTO iHTENeKTy Ha 20222030 pokn. 3 METOI0 yCyHEHHS PU3HKIB IITYYHOTO IHTEIEKTY
TIpH po3po0Ili HAIIOHATFHIX HOPMAaTHBHO-TIPABOBUX aKTiB MPOIMOHYETHCS ONMUPATHCS HA €BPOTICHCHKI Ta CBITOBI
cTparterii po3BUTKY Ta perymoBanHs LI, BpaxoByrounm Mi>KHApOIHI CTAaHAAPTH Ta €TUYHI MPHUHIUIH TPH HOTO
BHUKOPHCTaHHI.

Kuro4uoBi cioBa: mTydyHHMI iHTENEKT, MpaBa JIIOAWHU, 3arpo3H, Oe3meKa, cTparerii po3BHTKY, MKHAPOIHI
CTaHAAPTH, ETUYHI PHHIUIIN.
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